
Traditional artificial intelligence (AI) models typically require 
large amounts of labelled data for training. For example, to 
develop a model capable of detecting macular pathologies 

on optical coherence tomography scans, thousands of scans 
would need to be manually labelled by experts to create a training 
dataset for the model to learn from. However, a novel paradigm in AI, 
foundation models, is changing how we train AI models [1]. 

Foundation models can be trained on unlabelled data—the types 
of data routinely collected in clinical practice that we do not always 
label or grade. Through self-supervised learning techniques, these 
models learn on large amounts of data before we adapt them to 
various downstream tasks. Thus, a single foundation model serves 
as a base for multiple applications, reducing the need to create 
numerous specialised models for narrow tasks [2].

Foundation models have recently gained prominence, particularly 
with the emergence of large language model (LLM) applications 
like ChatGPT, which are foundation models designed specifically for 
text. Large language models are trained on vast amounts of written 
content, including encyclopaedias, textbooks, and text available on 
the internet. The training process involves breaking down text data 
into smaller units called tokens, hiding some of these tokens, and 
then having the AI model predict the hidden tokens. This process 
is repeated billions of times, gradually refining the model’s ability to 
understand and generate human-like text [3].

Large language models learn how we write and speak, making 
them powerful tools in various domains, including medicine and 
ophthalmology [4]. Most progress in the LLM space has been 
driven by large technology companies that have spearheaded 
the development of these models for broader societal benefits. 
Generally, before releasing these models, companies refine them 
through various processes, including human grader evaluations, 
to ensure they align with human goals. It is widely accepted that 
models should be “helpful, honest, and harmless” [5]. 

Large language models are generalist by nature, meaning that 
they are designed to perform a wide range of tasks and understand 
diverse topics. They can be made more specialised using a variety of 
techniques, including fine-tuning, which involves adapting the model 
by training it with specific examples; retrieval-augmented generation, 
where the model interacts with external sources like textbooks to 
provide custom information; and prompt engineering, which modifies 
the model’s behaviour by giving specific instructions [6]. 

In ophthalmology, LLMs have shown promise in medical 
education, clinical assistance, and workflow improvement [7]. 
To illustrate their power, several studies have evaluated the 
performance of LLMs on ophthalmologic knowledge examinations 
usually taken by humans. For example, using questions from the US, 
in January 2023, GPT-3.5 achieved 50–60% accuracy on multiple-

choice questions [8]. By June 2023, GPT-4 improved to 70–76% 
accuracy on the same questions [9]. The models have also shown 
abilities in determining the diagnosis and management steps of 
complex ophthalmology cases [10]. These findings are noteworthy, 
because these models, designed to perform well across many 
domains, have demonstrated impressive capabilities in our specialty 
despite not being specifically trained for it. Similar results have 
been observed with FRCOphth questions from the UK, where GPT-4 
surpassed its predecessor and compared favourably to expert 
ophthalmologists [11]. 

The rise of LLMs opens doors to numerous applications in 
ophthalmology. Smart chatbots could triage patient queries and 
provide accurate answers [12]. In medical education, LLMs could 
generate educational questions from clinical guidelines and create 
summaries of peer-reviewed research to keep clinicians updated 
[6]. They could also streamline clinical workflows by reducing the 
burden of documenting electronic health records or summarising 
patient histories [13]. Integrating image analysis capabilities with 
LLMs can further enhance their utility. Foundation models that 
handle text and images, known as vision-language models (VLMs), 
hold great potential in our specialty that relies heavily on imaging 
data. Although generalist models have shown limited abilities in 
ophthalmology image analysis until now [14], ongoing efforts aim to 
develop specialised ophthalmology VLMs [15]. 

While the potential applications of LLMs are exciting, their 
implementation must be approached with caution. First, since these 
models may inform clinical decision-making and affect patient 
care, they will likely need to be regulated after demonstrating their 
benefits. This can be achieved through randomised or pragmatic 
clinical trials, or quality improvement projects, though the best 
approach for demonstrating added benefit will vary with the 
proposed use case. Second, clinicians must be trained to understand 
the strengths and limitations of LLMs, recognising when and how 
to integrate their insights into clinical workflows. They must also 
be cognisant of the inherent biases of LLMs to ensure these do not 
adversely influence patient care or perpetuate disparities [16,17]. 

Finally, once deployed, LLMs must be carefully monitored and 
governed within existing and emerging frameworks to ensure their 
use is both safe and effective. This includes implementing robust 
data governance practices, maintaining transparency in algorithmic 
decision-making, and continuously updating models to incorporate 
the latest clinical guidelines and evidence. Overall, we are still in the 
early stages of understanding how to effectively utilise these models 
and how to design robust studies to evaluate their performance. 
Nevertheless, the progress made so far is promising and offers a 
glimpse into a future where these technologies can help patients 
and healthcare professionals.
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